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Abstract 
Interval discrimination is of fundamental importance to many forms of sensory processing, includ-
ing speech and music. Standard interval discrimination tasks require comparing two intervals 
separated in time, and thus include both working memory (WM) and timing components. Models 
of interval discrimination invoke separate circuits for the timing and WM components. Here we 
examine if, in principle, the same recurrent neural network can implement both. Using human psy-
chophysics, we first explored the role of the WM component by varying the interstimulus delay. 
Consistent with previous studies, discrimination was significantly worse for a 250 ms delay, com-
pared to 750 and 1500 ms delays, suggesting that the first interval is stably stored in WM for longer 
delays. We next successfully trained a recurrent neural network (RNN) on the task, demonstrating 
that the same network can implement both the timing and WM components. Many units in the 
RNN were tuned to specific intervals during the sensory epoch, and others encoded the first interval 
during the delay period. Overall, the encoding strategy was consistent with the notion of mixed 
selectivity. Units generally encoded more interval information during the sensory epoch than in the 
delay period, reflecting categorical encoding of short versus long in WM, rather than encoding of the 
specific interval. Our results demonstrate that, in contrast to standard models of interval discrimina-
tion that invoke a separate memory module, the same network can, in principle, solve the timing, 
WM, and comparison components of an interval discrimination task.
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1. Introduction

Time and space are the fundamental dimensions of our existence. Although 
space is gradually losing its value in a world of computer networks, cellular 
phones and virtual libraries, time is becoming the essence of our times, as is 
reflected by ever increasing speed, rate of return and productivity – concepts 
that are intrinsically related to time.

Buhusi and Meck, 2005

Over the past few decades, it has become increasingly clear that we cannot under-
stand the brain without understanding how the brain tells and represents time. 
Consequently, neuroscientific and psychological studies of time have expanded 
dramatically in recent decades. The widespread recognition of the importance of 
the problem of time and the growth of the timing field is Warren Meck’s legacy. 
In addition to his long list of scientific contributions to the field of timing, he fos-
tered interest in the problem of time and nurtured the generation of scientists 
responsible for driving the expansion of the timing field.

We now understand that the problem of time is not a single problem, but many 
interrelated problems (Meck & Ivry, 2016). Here, as scientists that have been 
influenced by Warren Meck’s legacy, we focus on one of these subproblems: inter-
val discrimination on the subsecond scale. Interval discrimination on a subsecond 
scale is of fundamental importance to sensory processing across the animal king-
dom, ranging from communication in crickets, electric fish and frogs, echoloca-
tion in bats, and speech, music, and Morse code in humans (Bueti & Buonomano, 
2014; Covey & Casseday, 1999; Doupe & Kuhl, 1999; Matthews & Meck, 2016; 
Motanis et al., 2018; Rose, 2014). In a standard two-interval forced-choice (2IFC) 
interval discrimination task, subjects first listen to an interval bounded by two 
tones and, after an interstimulus delay, a second comparison interval is presented, 
following which subjects must make a judgment as to whether the first or second 
interval was longer (Bueti & Buonomano, 2014). While there are several variants 
of the task, this 2IFC format generally requires a working memory component 
to store the first interval for comparison with the second. This working memory 
component and the interaction between timing and memory has generally not 
been a focus of interval discrimination studies. Here we take steps in that direc-
tion by using human psychophysics to explore the effects of the delay on interval 
discrimination performance and develop a recurrent neural network (RNN)-
based computational model that performs both the timing and working memory 
components of the 2IFC interval discrimination task.

A number of different models have been put forth regarding how the brain may 
tell time in the subsecond range, including pacemaker-accumulators, ramping 
activity, the oscillator based beat-frequency model, neural population clocks, and 
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state-dependent network models (Balci & Simen, 2016; Buhusi & Meck, 2005; 
Buhusi et al., 2016; Creelman, 1962; Gibbon et al., 1984; Gupta et al., 2022; Mauk 
& Buonomano, 2004; Meck, 1996; Merchant et al., 2013; Paton & Buonomano, 
2018; Treisman, 1963). Among these, the state-dependent network (SDN) model, 
which is constrained to the subsecond range, has made specific predictions 
regarding the importance of the interstimulus interval, or what can be considered 
the WM epoch. As originally proposed, time-varying changes in network state pro-
duced by neuronal and synaptic properties, such as short-term synaptic plasticity, 
changed the hidden state of a network (that is, in the absence of ongoing neural 
activity) in a manner that allowed networks to respond to stimuli in a time-depen-
dent manner (Buonomano, 2000; Buonomano & Merzenich, 1995; Karmarkar & 
Buonomano, 2007). An early prediction of the SDN model was that short inter-
stimulus delays or the presence of cross-trial temporal uncertainty would degrade 
performance because the network would not have time to reset to the same base-
line state between the first and second intervals. A number of studies have tested 
these predictions, for example, by using short interstimulus delays between the 
first and second stimuli and have generally concluded that, at least for very short 
intervals, e.g., below 300 ms, predictions of the SDN model generally hold true 
(Buonomano et al., 2009; Fornaciai et al., 2018; Karmarkar & Buonomano, 2007; 
Sadibolova et al., 2021; Spencer et al., 2009).

In varying the delay between the intervals being discriminated, these studies 
are potentially also varying the working memory requirements of the task – i.e., 
the amount of time available to store interval information and the amount of time 
this information must be stored for. It is unlikely that the decreased performance 
observed for short interstimulus delays is produced because there is too little 
time to store the intervals in working memory because, as predicted by the SDN 
model, if the first and second intervals are presented at different auditory frequen-
cies or visual locations, short interstimulus intervals do not impair performance 
(Buonomano et al., 2009; Fornaciai et al., 2018; Karmarkar & Buonomano, 2007).

The SDN model, however, does not address the problem of working memory 
– the transient storage of the first interval – or the mechanisms that underlie 
how the first and second interval are compared. Early models of timing, however, 
explicitly invoked distinct circuits for the storage and comparison of the intervals. 
For example, scalar timing models hypothesized a distinct memory module for 
storing the reference interval and a comparator circuit which ultimately drove the 
behavioral response (Gibbon, 1991; Gibbon et al., 1997; Matell & Meck, 2000; 
Meck, 1996). While these modules were often embedded within a neuroanatomi-
cal framework, they did not provide neurobiological interpretations for how these 
functions were performed.

Here we first examined not only the effects of short interstimulus delays, but 
also the effects of long interstimulus delays on interval discrimination. We also 
examined the effects of the order of the short, medium, and long delay blocks 
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on performance. We show that while performance is strongly affected by short 
delays, performance for the medium and long delays was similar. This result sug-
gests that, consistent with standard models of working memory, interval infor-
mation might be stored in steady-state activity during the delay period (Curtis & 
D’Esposito, 2003; D’Esposito & Postle, 2015; Wang, 2001). Because some brain 
areas, most notably the prefrontal cortex, have been implicated in some forms of 
timing (Bakhurin et al., 2017; Emmons et al., 2017; Kim et al., 2013; Oshio et al., 
2008; Xu et al., 2014) and working memory (D’Esposito & Postle, 2015; Funahashi 
et al., 1989; Quintana & Fuster, 1992; Stokes, 2015), we trained a supervised RNN 
on the same task used in the human studies. Analyses of the RNN showed that 
units can encode sensory, timing, and working memory components and that, 
consistent with the notion of mixed selectivity (Buonomano & Maass, 2009; Fusi 
et al., 2016; Rigotti et al., 2013; Xie et al., 2022) some units could encode more 
than one feature of the task.

2. Materials and Methods

2.1. Subjects

Subjects consisted of 18 paid individuals (13 females) between the ages of 18 and 
39 years. The participants provided written informed consent prior to the experi-
ment and were compensated monetarily for their participation (US$ 8), supple-
mented with a bonus (US$ 7) if the percentage of correct responses exceeded 
65%. The study was approved by the Institutional Review Board at the University 
of California, Los Angeles, USA. No participants reported having any previous 
experience in psychoacoustic or interval discrimination tasks from our research 
lab.

All participants were recruited through Prolific (www.prolific.co), an online 
data collection service, and reported residency in the United States and fluency in 
English. The experiment was hosted by Gorilla (www.gorilla.sc), an online experi-
ment builder (Anwyl-Irvine et al., 2021). For consistency and precision purposes, 
participants were not allowed to complete the experiment using mobile phones or 
tablets and were limited to the Chrome and Firefox browsers.

Acceptance criteria for inclusion required subjects to have at least 65% accu-
racy for each experimental condition. Consistent with the increased variability 
of online psychophysical studies, there was a significant drop-out rate. Of the 32 
participants that completed the online study, 18 met criteria. Six of the 14 partici-
pants that did not meet criteria were excluded solely based on the performance on 
the 250-ms condition. Thus, our reported discrimination performance estimates 
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on the 250-ms condition are likely an overestimation. Initial target enrollment 
was based on a related pilot experiment study examining timing and working 
memory.

2.2. Experiment

Participants performed an auditory discrimination task consisting of nine blocks, 
split into sets of three for each experimental condition. Each set was characterized 
by three blocks of 80 trials, each with the same interstimulus delay type (experi-
mental condition): 250, 750, or 1500 ms. Participants were randomly assigned the 
order in which the experimental conditions appeared, counterbalanced across the 
six possible presentation orders (250-750-1500, 250-1500-750, 750-250-1500, 
750-1500-250, 1500-250-750, and 1500-750-250). Additionally, participants had 
the option to take a brief break between blocks.

Each trial began with an intertrial interval (ITI) sampled from a uniform dis-
tribution between 1 and 1.5 seconds. Following the ITI, subjects were presented 
with two auditory intervals. Each interval was bounded by two 15-ms tone pips of 
1 kHz with 5 ms on and off ramps – all stimuli were generated in MATLAB (www.
mathworks.com) and uploaded to Gorilla. The interval was measured from the 
offset of the first tone to the onset of the second. These stimuli were separated 
by an interstimulus delay period corresponding to the experimental condition of 
either 250, 750, or 1500 ms. The delay period for each trial was sampled from a 
uniform distribution between delay ± 0.25× delay. The temporal jitter of the delay 
introduced temporal uncertainty and eliminates the introduction of a fixed time 
interval that could potentially be used as a reference to perform the task.

To ensure temporal uncertainty (i.e., that the state of the network at the onset 
of the second interval was variable), the standard stimulus could be presented first 
or second and the delays themselves were jittered ±25%. The three delays were 
presented in consecutive blocks and presentation order was counterbalanced 
across subjects.

In order to use the same task for the human psychophysics experiments and 
the RNN simulations, we used the method of constant stimuli rather than an 
adaptive method (Lapid et al., 2008). Each pair of intervals included a standard 
interval of 200 ms and a comparison interval of 120, 160, 180, 190, 210, 220, 240, 
or 280 ms. Each block contained 10 trials of each comparison interval, presented 
in random order. Subjects were asked to click a button to indicate whether the sec-
ond stimulus was shorter or longer than the first. Visual feedback was presented 
immediately after an incorrect response.

2.3. Analysis

The interval discrimination threshold and the point of subjective equality (PSE) 
were estimated by fits to the logistic function (Lapid et al., 2008):
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f (x) = 1

1 + e
(x0−x)

k

where x0 and k correspond to the PSE and discrimination threshold (difference 
limen).

Statistical analyses relied on one-way repeated-measures ANOVAs and post-
hoc tests for all analyses were conducted as multiple comparisons using a Tukey–
Kramer critical value. We used the ANOVAN and MULTCOMPARE MATLAB 
functions for these analyses.

2.4. RNN Simulations

2.4.1. Network Structure
Each RNN contained Nrec = 256 units, with 204 excitatory and 52 inhibitory units. 
Before time discretization, the network activity, represented by the vector r, fol-
lowed a continuous dynamical equation (Yang et al., 2019):

τdr
dt

= −r + f (W recr + W inu + b +√2τσrec2ξ)

In this equation, τ = 50 ms represents the neuronal time constant, u is the input 
to the network, b is the bias or background input, f (⋅) is the activation function, ξ   
are Nrec independent Gaussian white-noise processes with zero mean and unit 
variance and σrec = 0.05 is the strength of the noise. Win and Wrec represent the 
input and recurrent weight matrices, respectively. The activation function f was a 
standard ReLU function:

f (x) = max(x, 0)

An output unit z provided a linear readout of the network: z = W outr.
After using a first-order Euler approximation with a time-discretization step Δt,  

we have:

rt = (1 − α)rt−1 + αf (W recrt−1 + W inut + b +√2α−1σrec2N(0, 1)

where α = Δt/T , and N(0, 1) represents the standard normal distribution. We 
used a discretization step of Δt = 10 ms, thus α = 0.2.

The input, u, is composed of one input channel that feeds into the recurrent 
layer. U = 0 in the absence of a stimulus and U = 2 in the presence of a stimulus. 
Each interval was demarcated by two ‘tones’ of 20 ms each. Noise was added to the 
input channel, so u = U + unoise, where unoise = σuN(0, 1) and σu = 0.005.

R.B. Chinoy et al. / Timing & Time Perception (2022)

Downloaded from Brill.com02/18/2023 06:15:47AM
via free access



 7

2.4.2. Training Procedure
The loss Lmse to be minimized was computed by time-averaging the squared 
errors between the network output z(t) and the target output ̂z(t):

Lmse = mt(zt − ̂zt)
2

The squared errors at different time points were differentially weighted by a non-
negative mask matrix mt . Before the response epoch, mt = 1. During the first 
50 ms of the response epoch, there was a ‘grace period’ of mt = 0, while for the 
rest of the response epoch, mt = 2. We also included an L2 regularization on rates:

LL2 = β
1

Nrec
∑
i,t

(ri,t)
2

where we chose β = 10−6. Thus, the total loss to be minimized was:

L = Lmse + LL2

W rec was initialized as a random orthogonal matrix with a gain of 0.1. Next, Dale’s 
was applied by:

W rec
init = DA |Wortho|

where D is a diagonal matrix composed of +1 or −4, representing excitatory and 
inhibitory units, respectively. The inhibitory weights were multiplied by a factor 
of four (the excitatory/inhibitory ratio) to start in a balanced excitatory/inhibitory 
regime. A is the autapse mask, composed of ones everywhere except a diagonal 
of zeros imposing no self-connections. |Wortho| is the absolute value of the initial 
orthogonal recurrent weight matrix.

Both recurrent and output weights were trained. Recurrent biases and output 
biases were initialized to be zero. The input weights, recurrent biases, and out-
put biases were not trained. Training was performed with Adam, a learning rate 
of 0.001, and the decay rate for the first and second moment estimates were 0.9 
and 0.999, respectively. We trained each network for 4000 epochs of 400 trials 
segmented into 20 batches of 50 trials. The network and the training were imple-
mented in TensorFlow.

2.4.3. 2IFC Interval Discrimination Task and Performance
The 2IFC interval discrimination task used to train the RNN was based on the 
human psychophysical task (see above) and included a standard interval of 200 ms 
and comparison intervals of 120, 160, 180, 190, 210, 220, 240, and 280 ms. The 
delay period was from the onset of the second tone of the first interval to the onset 
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of the first tone of the second interval. Finally, the response epoch was measured 
from the onset of the second tone to the end of the trial. For non-response trials 
(second interval short), if the network responded above a predefined threshold 
at any point during the trial, the trial was considered an incorrect response. For 
response trials (second interval long), the network was required to respond above 
threshold during the response epoch; if it failed to respond during this epoch, or 
responded at any other time, the trial was considered incorrect.

2.4.4. Interval Tuning
To quantify interval tuning, we used a sensory epoch defined by a window 50 ms 
before to 50 ms after the offset of the first interval across trials for each first inter-
val condition, and a WM epoch defined by the last 200 ms of the delay period. To 
focus on the most active units, we used the top quartile of units based on maxi-
mum activity during the sensory epoch and separately for the WM epoch. For each 
unit, the average activity within an epoch was normalized by its maximal activity.

2.4.5. Mutual Information
To calculate the mutual information (MI) for each unit, we first discretized the 
mean analog rate values into ten bins, ranging from 0 to the maximal value for that 
unit. We then calculated the MI for unit i as (Buonomano, 2005):

MIi = H(Ri) + H(Int) − H(Ri, Int)

where H(Ri) is the conventional entropy measure of the binned activity. H(Int) 
reflects the entropy of the interval distribution, which was equiprobable (1/9).  
H (Ri, Int) is the joint entropy.

3. Results

3.1. Effect of the Interstimulus Delay on Performance

To study the effect of short and long interstimulus delays on interval discrimina-
tion, we used an auditory 2IFC task with a standard interval of 200 ms (see section 
2, Methods). Three delay conditions were examined: 250, 750, and 1500 ms (Fig. 
1A). There was an overall effect of delay on the interval discrimination threshold 
but not on the point of subjective equality (Fig. 1B–D). Specifically, a one-way 
ANOVA revealed a significant effect of delay (F2,34 = 12.42, p < 10−4, η2 = 0.18), 
and a multiple-comparison analysis confirmed that the threshold in the 250 ms 
condition was significantly higher than in the 750 and 1500 ms conditions 
( p < 0.001). These results are consistent with previous studies that reported that 
a 250-ms interstimulus delay impairs interval discrimination of 100 and 200 ms 
standards (Karmarkar & Buonomano, 2007; Sadibolova et al., 2021), and establish 
that there is no negative impact of long delays potentially causing degradation of 
information in WM.
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Figure 1.	 Psychophysics. (A) Schematic illustration of the task. Each trial consisted of two auditory 
intervals bounded by 15 ms tones (standard interval = 200 ms). The interstimulus delay was either 
250 ms, 750 ms, or 1500 ms. Participants responded by indicating whether the second interval was 
shorter or longer than the first. (B) Threshold data for all participants by delay condition. The interval 
discrimination threshold was significantly higher for the 250 ms interstimulus delay condition com-
pared to the 750 and 1500 ms conditions ( p < 0.01). There was no significant difference between 
the 750 and 1500 ms condition. (C) Point of subjective equality (PSE) data for all participants. There 
was no significant difference between the average PSE between the three delay types. (D) Fitted 
individual psychometric functions for all 18 subjects on the 250 ms, 750 ms, and 1500 ms delay 
conditions. The average R2 values of the fits were 0.93 ± 0.0084, 0.96 ± 0.0082, and 0.96 ± 0.0093,  
for the 250, 750, and 1500 ms conditions, respectively. The means and SEM are shown in overlay. (E) 
Threshold data for the 750 ms delay condition separated by whether it was preceded by a 250 ms 
block, a 1500 ms block, or no blocks. A significant increase in threshold for the 750 ms delay condi-
tion was observed when it was preceded by the 250 ms delay condition ( p < 0.05).
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We also examined whether there was any short-term learning or adaptation 
effect by asking whether performance for a 750 ms delay was influenced by the 
delay that preceded it (Fig. 1E). A one-way analysis of variance on the threshold 
of the 750 ms delay across conditions in which the 750 ms block came after the 
250 or 1500 ms blocks, or was the first block, revealed a small but significant effect 
(F2,8 = 4.5, p < 0.05, η2 = 0.53). This effect was driven by the condition in which 

the 750 ms delay was preceded by 250 ms block. Because the 250 ms delay is sig-
nificantly harder, this result is consistent with the notion that perceptual learn-
ing benefits from exposure to easier stimuli first (Ahissar & Hochstein, 2004). 
However, we stress that because of the number of order conditions, analyses of 
any order effects are underpowered.

3.2. A RNN Model of Interval Discrimination

Artificial neural networks and supervised RNNs in particular have proven to be a 
valuable tool toward understanding how neural circuits perform an array of dif-
ferent computations (Chaisangmongkon et al., 2017; Kim & Sejnowski, 2021; Laje 
& Buonomano, 2013; Mante et al., 2013; Yang & Wang, 2020). But as far as we are 
aware, RNN models of 2IFC interval discrimination that include both a timing 
and working memory component have not been developed. Thus, we explored if 
it is possible for a single recurrent circuit to perform this task and, if so, how time 
is both discriminated and stored in WM (Fig. 2A). For biological plausibility, the 
RNN consisted of subpopulations of excitatory and inhibitory units (see section 
2, Methods).

The RNN task closely matched the psychophysical interval discrimination 
task. Initially, the RNN was trained with a standard interval of 200 ms and a delay 
of 750 ms. The comparison intervals were 120, 160, 180, 190, 210, 220, 240, or 
280 ms, and the presentation order of the standard and comparison intervals were 
randomized. Training and testing were performed on all comparison intervals.

After training, the performance of five RNNs was near perfect at the trained 
750 ms delay (Fig. 2B). That is, almost all trials with a short comparison inter-
val were classified as short (no output response) and trials with long comparison 
intervals were classified as long (output response). Next, these RNNs were tested 
on the same task but with interstimulus delays of 250 or 1500 ms. Performance 
was not significantly decreased for the 1500 ms delay compared to the 750 ms 
delay but was dramatically worse for the 250 ms delay ( p < 0.01): percent cor-
rect performance was approximately 66%. The decreased performance mirrors 
the prediction of the SDN model because the RNN has not stabilized or reset into 
a consistent network state at the onset of the second interval. Importantly, how-
ever, in the absence of short-term synaptic plasticity (which was not incorporated 
into the model), this RNN does not explicitly test prediction of the SDN model 
and confounds potential state-dependent effects and the time it takes the RNN 
to ‘store’ a memory of the first interval. The generalization from 750 to 1500 ms 
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indicates that information about the duration of the first interval is stored over 
the delay period as a fixed-point attractor in which the activity of the units is not 
changing significantly.

Figure 2.	 (A) Schematic of the recurrent neural network (RNN) model. The input unit projects 
to the RNN composed of 256 units (204 excitatory, 52 inhibitory). The recurrent units project to 
the output unit. The network is trained to produce a motor response for trials in which the second 
interval is longer than the first interval following the offset of the second interval. (B) Performance. 
Percent correct trials for five networks on three different delay conditions. Networks were trained on 
the 750 ms condition. There was a significant decrease in performance in the 250 compared to the 
750 ms condition. ( p < 0.01, Wilcoxon rank-sum test). (C) Sample population activity of a trained 
RNN tested on two different trial conditions. Red bars indicate input pulses. Left panel shows net-
work activity for the short interval (120 ms) followed by the standard interval (200 ms) case, and 
right panel shows network activity for the long-standard case. For visualization purposes, only units 
with a peak activity of over 0.1 on any trial are displayed. Cyan plots represent activity of the output 
unit.
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3.3. Mechanisms Underlying Timing and WM in the RNN

The overall dynamics of all the active units of one RNN in response to a short–
long (120–200 ms) and a long–short (280–200) trial are shown in Fig. 2C. Units 
are sorted according to the latency of their peak response. We can see that most 
cells have properties of sensory units, in that they respond to both the first and 
second ‘tone’ of the first and second intervals. But it is also possible to see that the 
response to each tone is modulated by temporal context and that some units are 
active during an interval (i.e., during the intertone interval).

Within-interval activity is ultimately responsible for timing, i.e., for implement-
ing a timer. Specifically, timing of an interval requires a trace or memory of the 
first tone, which affects the response of the second tone. There are two general 
mechanisms by which neural circuits can maintain information about the past: in 
the hidden or active state of a network (Buonomano & Maass, 2009). The hidden 
state includes short-term synaptic plasticity, and the active state consists of ongo-
ing suprathreshold neural activity. In the absence of short-term synaptic plasticity, 
the temporal information is maintained in the active state. Note that, in principle, 
the hidden state also includes the membrane time constant – here, however, with 
τ = 50 ms, passive decay should not significantly contribute to the timing of inter-

vals of 200 ms.
We can also see that population activity decreases dramatically during the 

interstimulus delay. But critically, a small subset of units maintained an approxi-
mately constant level of activity during the latter part of the delay and this activity 
was dependent on the duration of the first interval. These units are encoding the 
WM of the first interval.

To better understand the timing and WM mechanisms of the RNN, it is use-
ful to look at the activity of sensory, interval-tuned, and WM units across all trial 
types. Figure 3A shows an example of a ‘pure’ sensory unit in which the response 
to each tone of each interval is approximately the same – i.e., independent of the 
interval. Figure 3B provides an example of an interval-tuned inhibitory unit that, 
at the offset of the second tone, responds more to the longer intervals. This unit 
has mixed selectivity properties because it also encodes (at a lower activity rate) 
long intervals during the WM epoch. Figure 3C shows a WM neuron that fires toni-
cally during the latter half of the delay period. Importantly, it fires at a higher rate 
when the first interval was short and approximately the same amount regardless 
of whether the first interval was 120, 140, 160, or 180 ms. This neuron is thus stor-
ing WM critical to the task, rather than the precise duration of the first interval. 
In essence, it is categorically encoding whether the first interval was short or long. 
Figure 3D provides an example of a ‘pure’ interval-tuned unit that displays its tun-
ing primarily during the sensory epoch, responding more at the offset of longer 
intervals.
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Figure 3.	 Four example recurrent neural network (RNN) units. For each panel, the top plot shows 
activity for trials in which the standard interval (200 ms) is shown first, and the bottom plot shows 
activity for trials in which the standard is second. (A) A sensory unit that responds consistently to 
each input pulse. (B) An interval-tuned unit that exhibits progressively stronger responses to longer 
intervals. The unit also encodes long intervals during the WM epoch. (C) WM unit that exhibits 
approximately categorical response to short-first intervals. (D) Interval-tuned unit that preferen-
tially responds to long intervals during the sensory epoch.
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3.4. Mixed Selectivity of Interval Tuning and Interval Storage in WM

The notion of mixed selectivity reflects experimental and computational observa-
tions that, within recurrent circuits, neurons often contribute to more than one 
computational component of a task (Buonomano & Maass, 2009; Fusi et al., 2016; 
Rigotti et al., 2013). We next determined if units in the RNN exhibit mixed selec-
tivity, i.e., if they multiplexed timing and WM. We first examined interval selectiv-
ity during the sensory epoch (a window straddling the offset of the second tone 
of the first interval) and the end of the delay period (the WM epoch). Figure 4A 
shows the tuning curves of the active units of one RNN sorted according to which 
interval elicited the largest response during the sensory epoch. We can see that 
most units exhibited preferred interval tuning to either the shortest or longest 
interval and that most units exhibited graded tuning to interval. Figure 4B shows 
the interval tuning during the last 100 ms of the delay period. The plot reveals 
that in contrast to the sensory epoch, encoding during the WM epoch was more 
categorical in nature (Supplementary Fig. S1). Thus, the strategy the RNN took to 
solve the task was not to store the absolute first interval in WM, but whether it was 
shorter or longer than 200 ms. In other words, the key computation of whether 
the first stimulus was short or long was performed before the arrival of the second 
interval. This observation is consistent with psychophysical studies that suggest 
that subjects in some cases can make short or long decisions before the arrival of 
the second interval, and that subjects can perform interval discrimination tasks 
when only one interval is presented (Buonomano et al., 2009).

To quantify the interval tuning, we calculated the mutual information (MI) 
each unit contained about the nine possible intervals (max MI = 3.17). This 

Figure 4.	 (A) Interval tuning to first interval (sensory epoch). Each row represents a single unit’s 
tuning function across all nine possible first interval conditions during the sensory epoch. The units 
are sorted in order of preferred interval tuning. Only the top quartile of active units is shown. (B) 
Interval tuning during the working-memory (WM) epoch. Note that in contrast to interval tuning 
during the sensory epoch, most units categorically encode short (< 200 ms) or long (>200 ms) 
intervals.
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analysis focused on the units that were most active during either the sensory 
or WM epochs (see section 2, Methods). Overall, units contained significantly 
more interval information during the sensory epoch compared to the WM epoch 
( p < 0.01) (Fig. 5A, B). To examine whether the units exhibited mixed selectivity, 
i.e., if they contained interval information during the sensory and WM epochs, 
we examined a MI scatterplot for all five RNNs (Fig. 5A), which revealed a highly 
heterogeneous distribution of units. Units primarily encoded a lot of information 
about the first interval, but little or no interval information during the WM epoch 
(upper left quadrant). In contrast, other units contained interval information dur-
ing the WM, but not sensory, epoch (lower right quadrant). Other units contained 
more interval information during both the sensory and WM epochs (upper right 
quadrant). Note that the overrepresentation of units with MI ≅ 1 bit during the 
WM epoch reflect the categorical encoding of the binary information: short × 
long. The presence of mixed selectivity in the model is consistent with the diver-
sity of neural responses observed in PFC recordings in a nonhuman primate study 
during a duration discrimination task (Genovesio et al., 2009).

4. Discussion

Interval discrimination tasks often require two distinct computations: the abil-
ity to measure elapsed time and the ability to store the first interval for compar-
ison with the second. To date, models of interval discrimination have assumed 
that interval discrimination and storage of the interval are distinct computations 
performed by different brain areas. Here we first explored whether the amount 

Figure 5.	 (A) Scatterplot of the mutual information (in bits) that each active unit contains about 
the nine intervals during the sensory and working-memory (WM) epochs. Note that the overrepre-
sentation of WM mutual information (MI) values that approximate 1 reflect the categorical encod-
ing of short versus long intervals. (B) Mean mutual information for all data points shown in A. There 
is significantly greater mutual information during the sensory epoch compared to the WM epoch 
( p < 0.01, Wilcoxon rank-sum test).
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of time information required to be stored in WM influences performance, and 
whether, in principle, the same network can accomplish both the timing and WM 
components of a 2IFC discrimination task.

4.1. Interstimulus Delay and Working Memory

Several studies have explored the role of the interstimulus delay in interval discrim-
ination (Buonomano et al., 2009; Fornaciai et al., 2018; Karmarkar & Buonomano, 
2007; Sadibolova et al., 2021). These studies were mostly motivated by the SDN 
model, which predicts that when there is not enough time for the network state 
to reset and there is temporal variability across trials, the first and second inter-
vals will interfere with each other because the network will be in different states 
within each trial. For the most part, studies have confirmed SDN predictions for 
standard intervals and delays below 300 ms, but there is ongoing debate as to the 
time scale at which these predictions hold true (Fornaciai et al., 2018; Sadibolova 
et al., 2021; Spencer et al., 2009).

The interstimulus delay also has important implications in the context of the 
WM component of interval discrimination. The timing and working memory 
components of standard interval discrimination tasks have in general been con-
sidered to be distinct computations performed by distinct circuits (Meck, 1996). 
Recent studies, however, have suggested potential links between timing and work-
ing memory. For example, psychophysical studies in humans have shown that the 
temporal structure of tasks is implicitly learned during WM tasks and that WM is 
impaired when information has to be retrieved at unexpected times (Cravo et al., 
2017; Jin et al., 2020; Nobre & van Ede, 2018; van Ede et al., 2017).

Here we analyzed the performance of subjects on a 2IFC discrimination task 
with a standard interval of 200 ms and explored the effect of short (250 ms), 
medium (750 ms), and long (1500 ms) interstimulus delays. Our findings again 
confirm that short delays impair performance. We did not observe any effects 
of long delays, as there was no significant difference in interval discrimination 
thresholds between 750- and 1500-ms delays. This result is consistent with the 
notion that once a memory of the first interval is stored in WM, it is stored as a 
fixed-point attractor and is thus time-independent.

Following the work of Nobre and colleagues (Cravo et al., 2017; Jin et al., 2020; 
Nobre & van Ede, 2018; van Ede et al., 2017), future studies should address the 
question of implicit timing of the interstimulus delay – specifically, whether sub-
jects create an implicit expectation of the duration of the delay during interval 
discrimination tasks. This question can be addressed by using a 2IFC task with 
a standard delay interspersed with unexpected shorter or longer interstimulus 
delays on a small number of trials.
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4.2. An RNN Model of Interval Discrimination

Here we presented what is, to the best of our knowledge, the first RNN imple-
mentation of a 2IFC interval discrimination task. Our goal was to determine if the 
timing and WM components of the task could be performed by the same network 
and, if so, how the units of the RNN accomplished these distinct computations. 
Our results establish that an RNN can effectively learn the same 2IFC task used in 
our psychophysical studies. RNNs trained on the 750 ms delay performed the task 
almost perfectly in terms of percent correct. We did not report the RNN results in 
terms of their psychophysical thresholds because they are determined primarily 
by the intervals used during the training – and the threshold can probably be arbi-
trarily low when an RNN is trained with intervals very close to the standard. When 
the RNNs trained on the 750 ms delay were tested on the 250 and 1500 ms inter-
stimulus delays, we observed a significantly impaired performance at the 250 ms 
delay. This result loosely mirrors the impairment at 250 ms in the psychophysical 
studies. In the RNN, the effect is due to the interference between the first and sec-
ond interval because the network has not fully converged to steady-state activity 
during the delay period. Consequently, the categorical tuning to the intervals dur-
ing the delay epoch was poorer in the 250 ms compared to the 750 ms trials (the 
R2 values of the sigmoidal fits were significantly worse for 250 ms trials, p < 10−4).

The RNN implemented here, is of course, an impoverished representation 
of biological networks in that it lacks short-term synaptic plasticity, inhibitory 
subtypes, interareal interactions, oscillations, and the intrinsic time constants 
imposed by ion channels and receptor kinetics. Thus, we stress that our model 
does not comprise a test of the SDN model. But the simplicity of the model allows 
us to conclude that timing per se must rely on the decay of activity in response to 
the first tone (characterized by the membrane time constant) and/or the internal 
dynamics defined by the recurrent connectivity. Reliance on the activity decay 
is consistent with memory-decay or energy models (Killeen & Grondin, 2021; 
Rammsayer, 1994; Tiganj et al., 2015), and is likely to be contributing to the tim-
ing here. But overall, the presence of sustained activity in some units during the 
interval (late peak latency) and the fact that the second tone can produce a larger 
response, indicate that the network is actively using its internal dynamics to tell 
time – which is consistent with neural population clock models (Buonomano, 
2005; Paton & Buonomano, 2018).

A well-defined property of motor and sensory timing is Weber’s law; and any 
biologically plausible model of timing should account for Weber’s law. The cur-
rent model was implemented as a supervised RNN, and consequently, the preci-
sion of interval discrimination is largely determined by the intervals chosen by 
the experimenter during training. Thus, the current framework is not well suited 
to determine if the model exhibits Weber’s law; however, we have previously 
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shown that similar RNN approaches exhibit Weber’s law (Hardy et al., 2018; Laje 
& Buonomano, 2013).

Both in the context of timing tasks and the wide variety of other psychophysi-
cal tasks that rely on working memory, it has generally been assumed that working 
memory is a distinct computation performed by specific neural circuits. However, 
converging experimental (Carnevale et al., 2015; Mante et al., 2013; Miller et al., 
1996; Rainer et al., 1999) and computational data (Fusi et al., 2016; Goudar & 
Buonomano, 2018; Mante et al., 2013; Orhan & Ma, 2019; Rigotti et al., 2013; Yang 
et al., 2019) suggest that the critical computations for a given task (e.g., interval 
discrimination or motion integration during a random-dot motion task) and WM 
may be performed and encoded not only with the same circuits, but within the 
same neurons.

Early models of interval discrimination have invoked three separate computa-
tions, each performed by a separate module: a pacemaker responsible for timing 
per se, a memory module responsible for transiently storing a reference interval, 
and a comparator responsible for determining whether the current or stored val-
ues is larger and thus if the first or second interval is longer (Gibbon, 1991; Gibbon 
et al., 1997; Matell & Meck, 2000; Meck, 1996). Here we have established that, in 
principle, a single circuit can perform a 2IFC task and thus all three computations 
can be performed in a multiplexed fashion by the same group of units.

Key to the ability to perform these three components is the notion of state-
dependent computations (Buonomano & Maass, 2009; Goudar & Buonomano, 
2018). After each interval, the network converges to a steady-state fixed-point 
attractor during the delay period, which encodes information about the first inter-
val. This fixed point serves as the starting state at the arrival of the second interval. 
And depending on the interaction between this starting state and the duration of 
the second interval, the network generates a short or long response – effectively 
implementing the comparator function.

Our goal is not to propose that the RNNs simulated here represent a biologically 
realistic implementation of the 2IFC task. Indeed, consistent with the SDN model 
of timing, a converging body of data suggests that sensory areas contribute to the 
timing of intervals on the subsecond scale, and higher-order areas underlie the 
WM component (Chubykin et al., 2013; Karmarkar & Buonomano, 2007; Monk 
et al., 2020; Motanis et al., 2018; Namboodiri et al., 2014; Paton & Buonomano, 
2018; Shuler & Bear, 2006). Nevertheless, higher-order prefrontal areas have been 
implicated in both timing (Bakhurin et al., 2017; Emmons et al., 2017; Kim et 
al., 2013; Oshio et al., 2008; Xu et al., 2014) and working memory (D’Esposito & 
Postle, 2015; Funahashi et al., 1989; Quintana & Fuster, 1992; Stokes, 2015). Thus, 
future work should determine if interval discrimination in the subsecond range is 
performed in a modular fashion, as well as whether, in some cases, the same neu-
ral circuits are indeed capable of performing both timing and WM components 
in a multiplexed fashion. Finally, our results show how the same network can 
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implement three computations – timing, memory, and comparison – that were 
previously proposed to be performed by three distinct modules.
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